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1. What is Suricata

Suricata is a high performance Network IDS, IPS and Network Security Monitoring engine. It is open source and owned by a community-run non-profit foundation, the Open Information Security Foundation (OISF). Suricata is developed by the OISF.


1.1. About the Open Information Security Foundation

The Open Information Security Foundation is a non-profit foundation organized to build community and to support open-source security technologies like Suricata, the world-class IDS/IPS engine.


1.1.1. License

The Suricata source code is licensed under version 2 of the
GNU General Public License. This documentation is licensed under the
Creative Commons Attribution-NonCommercial 4.0 International Public License.









          

      

      

    

  

    
      
          
            
  
2. Installation

Before Suricata can be used it has to be installed. Suricata can be installed
on various distributions using binary packages: Binary packages.

For people familiar with compiling their own software, the Source method is
recommended.

Advanced users can check the advanced guides, see Advanced Installation.


2.1. Source

Installing from the source distribution files gives the most control over the Suricata installation.

Basic steps:

tar xzvf suricata-4.1.0.tar.gz
cd suricata-4.1.0
./configure
make
make install





This will install Suricata into /usr/local/bin/, use the default
configuration in /usr/local/etc/suricata/ and will output to
/usr/local/var/log/suricata


2.1.1. Common configure options


	
--disable-gccmarch-native

	Do not optimize the binary for the hardware it is built on. Add this
flag if the binary is meant to be portable or if Suricata is to be used in a VM.






	
--prefix=/usr/

	Installs the Suricata binary into /usr/bin/. Default /usr/local/






	
--sysconfdir=/etc

	Installs the Suricata configuration files into /etc/suricata/. Default /usr/local/etc/






	
--localstatedir=/var

	Setups Suricata for logging into /var/log/suricata/. Default /usr/local/var/log/suricata






	
--enable-lua

	Enables Lua support for detection and output.






	
--enable-geopip

	Enables GeoIP support for detection.






	
--disable-rust

	Disables Rust support. Rust support is enabled by default if rustc/cargo
are available.








2.1.2. Dependencies

For Suricata’s compilation you’ll need the following libraries and their development headers installed:


libpcap, libpcre, libmagic, zlib, libyaml




The following tools are required:


make gcc (or clang) pkg-config




For full features, also add:


libjansson, libnss, libgeoip, liblua5.1, libhiredis, libevent




Rust support:


rustc, cargo

Not every distro provides Rust packages yet. Rust can also be installed
directly from the Rust project itself:
https://www.rust-lang.org/en-US/install.html





2.1.2.1. Ubuntu/Debian

Minimal:

apt-get install libpcre3 libpcre3-dbg libpcre3-dev build-essential libpcap-dev   \
                libyaml-0-2 libyaml-dev pkg-config zlib1g zlib1g-dev \
                make libmagic-dev





Recommended:

apt-get install libpcre3 libpcre3-dbg libpcre3-dev build-essential libpcap-dev   \
                libnet1-dev libyaml-0-2 libyaml-dev pkg-config zlib1g zlib1g-dev \
                libcap-ng-dev libcap-ng0 make libmagic-dev libjansson-dev        \
                libnss3-dev libgeoip-dev liblua5.1-dev libhiredis-dev libevent-dev





Extra for iptables/nftables IPS integration:

apt-get install libnetfilter-queue-dev libnetfilter-queue1  \
                libnetfilter-log-dev libnetfilter-log1      \
                libnfnetlink-dev libnfnetlink0





For Rust support (Ubuntu only):

apt-get install rustc cargo












2.2. Binary packages


2.2.1. Ubuntu

For Ubuntu, the OISF maintains a PPA suricata-stable that always contains the latest stable release.

To use it:

sudo add-apt-repository ppa:oisf/suricata-stable
sudo apt-get update
sudo apt-get install suricata








2.2.2. Debian

In Debian 9 (Stretch) do:

apt-get install suricata





In Debian Jessie Suricata is out of date, but an updated version is in Debian Backports.

As root do:

echo "deb http://http.debian.net/debian jessie-backports main" > \
    /etc/apt/sources.list.d/backports.list
apt-get update
apt-get install suricata -t jessie-backports








2.2.3. Fedora

dnf install suricata








2.2.4. RHEL/CentOS

For RedHat Enterprise Linux 7 and CentOS 7 the EPEL repository can be used.

yum install epel-release
yum install suricata










2.3. Advanced Installation

Various installation guides for installing from GIT and for other operating systems are maintained at:
https://redmine.openinfosecfoundation.org/projects/suricata/wiki/Suricata_Installation







          

      

      

    

  

    
      
          
            
  
3. Command Line Options




Suricata’s command line options:


	
-h

	Display a brief usage overview.






	
-V

	Displays the version of Suricata.






	
-c <path>

	Path to configuration file.






	
-T

	Test configuration.






	
-v

	The -v option enables more verbosity of Suricata’s output. Supply
multiple times for more verbosity.






	
-r <path>

	Run in pcap offline mode (replay mode) reading files from pcap file. If
<path> specifies a directory, all files in that directory will be processed
in order of modified time maintaining flow state between files.






	
--pcap-file-continuous

	Used with the -r option to indicate that the mode should stay alive until
interrupted. This is useful with directories to add new files and not reset
flow state between files.






	
--pcap-file-delete

	Used with the -r option to indicate that the mode should delete pcap files
after they have been processed. This is useful with pcap-file-continuous to
continuously feed files to a directory and have them cleaned up when done. If
this option is not set, pcap files will not be deleted after processing.






	
-i <interface>

	After the -i option you can enter the interface card you would like
to use to sniff packets from.  This option will try to use the best
capture method available.






	
--pcap[=<device>]

	Run in PCAP mode. If no device is provided the interfaces
provided in the pcap section of the configuration file will be
used.






	
--af-packet[=<device>]

	Enable capture of packet using AF_PACKET on Linux. If no device is
supplied, the list of devices from the af-packet section in the
yaml is used.






	
-q <queue id>

	Run inline of the NFQUEUE queue ID provided. May be provided
multiple times.






	
-s <filename.rules>

	With the -s option you can set a file with signatures, which will
be loaded together with the rules set in the yaml.






	
-S <filename.rules>

	With the -S option you can set a file with signatures, which will
be loaded exclusively, regardless of the rules set in the yaml.






	
-l <directory>

	With the -l option you can set the default log directory. If you
already have the default-log-dir set in yaml, it will not be used
by Suricata if you use the -l option. It will use the log dir that
is set with the -l option. If you do not set a directory with
the -l option, Suricata will use the directory that is set in yaml.






	
-D

	Normally if you run Suricata on your console, it keeps your console
occupied. You can not use it for other purposes, and when you close
the window, Suricata stops running.  If you run Suricata as daemon
(using the -D option), it runs at the background and you will be
able to use the console for other tasks without disturbing the
engine running.






	
--runmode <runmode>

	With the –runmode option you can set the runmode that you would
like to use. This command line option can override the yaml runmode
option.

Runmodes are: workers, autofp and single.

For more information about runmodes see Runmodes in the user guide.






	
-F <bpf filter file>

	Use BPF filter from file.






	
-k [all|none]

	Force (all) the checksum check or disable (none) all checksum
checks.






	
--user=<user>

	Set the process user after initialization. Overrides the user
provided in the run-as section of the configuration file.






	
--group=<group>

	Set the process group to group after initialization. Overrides the
group provided in the run-as section of the configuration file.






	
--pidfile <file>

	Write the process ID to file. Overrides the pid-file option in
the configuration file and forces the file to be written when not
running as a daemon.






	
--init-errors-fatal

	Exit with a failure when errors are encountered loading signatures.






	
--disable-detection

	Disable the detection engine.






	
--dump-config

	Dump the configuration loaded from the configuration file to the
terminal and exit.






	
--build-info

	Display the build information the Suricata was built with.






	
--list-app-layer-protos

	List all supported application layer protocols.






	
--list-keywords=[all|csv|<kword>]

	List all supported rule keywords.






	
--list-runmodes

	List all supported run modes.






	
--set <key>=<value>

	Set a configuration value. Useful for overriding basic
configuration parameters in the configuration. For example, to
change the default log directory:

--set default-log-dir=/var/tmp










	
--engine-analysis

	Print reports on analysis of different sections in the engine and
exit. Please have a look at the conf parameter engine-analysis on
what reports can be printed






	
--unix-socket=<file>

	Use file as the Suricata unix control socket. Overrides the
filename provided in the unix-command section of the
configuration file.






	
--pcap-buffer-size=<size>

	Set the size of the PCAP buffer (0 - 2147483647).






	
--netmap[=<device>]

	Enable capture of packet using NETMAP on FreeBSD or Linux. If no
device is supplied, the list of devices from the netmap section
in the yaml is used.






	
--pfring[=<device>]

	Enable PF_RING packet capture. If no device provided, the devices in
the Suricata configuration will be used.






	
--pfring-cluster-id <id>

	Set the PF_RING cluster ID.






	
--pfring-cluster-type <type>

	Set the PF_RING cluster type (cluster_round_robin, cluster_flow).






	
-d <divert-port>

	Run inline using IPFW divert mode.






	
--dag <device>

	Enable packet capture off a DAG card. If capturing off a specific
stream the stream can be select using a device name like
“dag0:4”. This option may be provided multiple times read off
multiple devices and/or streams.






	
--napatech

	Enable packet capture using the Napatech Streams API.






	
--mpipe

	Enable packet capture using the TileGX mpipe interface.






	
--erf-in=<file>

	Run in offline mode reading the specific ERF file (Endace
extensible record format).






	
--simulate-ips

	Simulate IPS mode when running in a non-IPS mode.






3.1. Unit Tests

Builtin unittests are only available if Suricata has been built with
–enable-unittests.

Running unittests does not take a configuration file. Use -l to supply
an output directory.


	
-u

	Run the unit tests and exit. Requires that Suricata be compiled
with –enable-unittests.






	
-U, --unittest-filter=REGEX

	With the -U option you can select which of the unit tests you want
to run. This option uses REGEX. Example of use: suricata -u -U
http






	
--list-unittests

	List all unit tests.






	
--fatal-unittests

	Enables fatal failure on a unit test error. Suricata will exit
instead of continuing more tests.






	
--unittests-coverage

	Display unit test coverage report.











          

      

      

    

  

    
      
          
            
  
6. Making sense out of Alerts

When alert happens it’s important to figure out what it means. Is it
serious? Relevant? A false positive?

To find out more about the rule that fired, it’s always a good idea to
look at the actual rule.

The first thing to look at in a rule is the description that follows
the “msg” keyword. Lets consider an example:

msg:"ET SCAN sipscan probe";





The “ET” indicates the rule came from the Emerging Threats
project. “SCAN” indicates the purpose of the rule is to match on some
form of scanning. Following that a more or less detailed description
is given.

Most rules contain some pointers to more information in the form of
the “reference” keyword.

Consider the following example rule:

alert tcp $HOME_NET any -> $EXTERNAL_NET $HTTP_PORTS \
  (msg:"ET CURRENT_EVENTS Adobe 0day Shovelware"; \
  flow:established,to_server; content:"GET "; nocase; depth:4; \
  content:!"|0d 0a|Referer\:"; nocase; \
  uricontent:"/ppp/listdir.php?dir="; \
  pcre:"/\/[a-z]{2}\/[a-z]{4}01\/ppp\/listdir\.php\?dir=/U"; \
  classtype:trojan-activity; \
  reference:url,isc.sans.org/diary.html?storyid=7747; \
  reference:url,doc.emergingthreats.net/2010496; \
  reference:url,www.emergingthreats.net/cgi-bin/cvsweb.cgi/sigs/CURRENT_EVENTS/CURRENT_Adobe; \
  sid:2010496; rev:2;)





In this rule the reference keyword indicates 3 url’s to visit for more
information:

isc.sans.org/diary.html?storyid=7747
doc.emergingthreats.net/2010496
www.emergingthreats.net/cgi-bin/cvsweb.cgi/sigs/CURRENT_EVENTS/CURRENT_Adobe





Some rules contain a reference like: “reference:cve,2009-3958;” should
allow you to find info about the specific CVE using your favorite
search engine.

It’s not always straight forward and sometimes not all of that
information is available publicly. Usually asking about it on the
signature support channel helps a lot then.

In Rule Management with Suricata-Update more information on the rule
sources and their documentation and support methods can be found.

In many cases, looking at just the alert and the packet that triggered
it won’t be enough to be conclusive. When using the default Eve settings
a lot of metadata will be added to the alert.

For example, if a rule fired that indicates your web application is
attacked, looking at the metadata might reveal that the web
application replied with 404 not found. This will usually mean the
attack failed. Usually, not always.

Not every protocol leads to metadata generation, so when running an
IDS engine like Suricata, it’s often recommended to combine it with
full packet capture. Using tools like Evebox, Sguil or Snorby, the
full TCP session or UDP flow can be inspected.

Obviously there is a lot more to Incidence Response, but this should
get you started.





          

      

      

    

  

    
      
          
            
  
10. Init Scripts

For Ubuntu with Upstart, the following can be used in /etc/init/suricata.conf:

# suricata
description "Intruder Detection System Daemon"
start on runlevel [2345]
stop on runlevel [!2345]
expect fork
exec suricata -D --pidfile /var/run/suricata.pid -c /etc/suricata/suricata.yaml -i eth1









          

      

      

    

  

    
      
          
            
  
11. Setting up IPS/inline for Linux

In this guide will be explained how to work with Suricata in layer3 inline mode and how to set iptables for that purpose.

First start with compiling Suricata with NFQ support. For instructions
see Ubuntu Installation [https://redmine.openinfosecfoundation.org/projects/suricata/wiki/Ubuntu_Installation].
For more information about NFQ and iptables, see
NFQ.

To check if you have NFQ enabled in your Suricata, enter the following command:

suricata --build-info





and examine if you have NFQ between the features.

To run suricata with the NFQ mode, you have to make use of the -q option. This option tells Suricata  which of the queue numbers it should use.

sudo suricata -c /etc/suricata/suricata.yaml -q 0






11.1. Iptables configuration

First of all it is important to know which traffic you would like to send to Suricata. Traffic that passes your computer or traffic that is generated by your computer.

[image: _images/IPtables.png]
[image: _images/iptables1.png]
If Suricata is running on a gateway and is meant to protect the computers behind that gateway you are dealing with the first scenario: forward_ing .
If Suricata has to protect the computer it is running on, you are dealing with the second scenario: host (see drawing 2).
These two ways of using Suricata can also be combined.

The easiest rule in case of the gateway-scenario to send traffic to Suricata is:

sudo iptables -I FORWARD -j NFQUEUE





In this case, all forwarded traffic goes to Suricata.

In case of the host situation, these are the two most simple iptable rules;

sudo iptables -I INPUT -j NFQUEUE
sudo iptables -I OUTPUT -j NFQUEUE





It is possible to set a queue number. If you do not, the queue number will be 0 by default.

Imagine you want Suricata to check for example just TCP-traffic, or all incoming traffic on port 80, or all traffic on destination-port 80, you can do so like this:

sudo iptables -I INPUT -p tcp  -j NFQUEUE
sudo iptables -I OUTPUT -p tcp -j NFQUEUE





In this case, Suricata checks just TCP traffic.

sudo iptables -I INPUT -p tcp --sport 80  -j NFQUEUE
sudo iptables -I OUTPUT -p tcp --dport 80 -j NFQUEUE





In this example, Suricata checks all input and output on port 80.

[image: _images/iptables2.png]
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To see if you have set your iptables rules correct make sure Suricata is running and enter:

sudo iptables -vnL





In the example you can see if packets are being logged.

[image: _images/iptables_vnL.png]
This description of the use of iptables is the way to use it with IPv4. To use it with IPv6 all previous mentioned commands have to start with ‘ip6tables’. It is also possible to let Suricata check both kinds of traffic.

There is also a way to use iptables with multiple networks (and interface cards). Example:

[image: _images/iptables4.png]
sudo iptables -I FORWARD -i eth0 -o eth1 -j NFQUEUE
sudo iptables -I FORWARD -i eth1 -o eth0 -j NFQUEUE





The options -i (input) -o (output) can be combined with all previous mentioned options

If you would stop Suricata and use internet, the traffic will not come through. To make internet work correctly, you have to erase all iptable rules.

To erase all iptable rules, enter:

sudo iptables -F











          

      

      

    

  

    
      
          
            
  
12. Setting up IPS/inline for Windows

This guide explains how to work with Suricata in layer 4 inline mode using
WinDivert on Windows.

First start by compiling Suricata with WinDivert support. For instructions, see
Windows Installation [https://redmine.openinfosecfoundation.org/attachments/download/1175/SuricataWinInstallationGuide_v1.4.3.pdf].
This documentation has not yet been updated with WinDivert information, so make
sure to add the following flags to configure:

--enable-windivert=yes --with-windivert-include=<include-dir> --with-windivert-libraries=<libraries-dir>





WinDivert.dll and WinDivert.sys must be in the same directory as the Suricata
executable. WinDivert automatically installs the driver when it is run. For more
information about WinDivert, see https://www.reqrypt.org/windivert-doc.html.

To check if you have WinDivert enabled in your Suricata, enter the following
command in an elevated command prompt or terminal:

suricata -c suricata.yaml --windivert [filter string]





For information on the WinDivert filter language, see
https://www.reqrypt.org/windivert-doc.html#filter_language

If Suricata is running on a gateway and is meant to protect the network behind
that gateway, you need to run WinDivert at the NETWORK_FORWARD layer. This can
be achieved using the following command:

suricata -c suricata.yaml --windivert-forward [filter string]





The filter is automatically stopped and normal traffic resumes when Suricata is
stopped.

A quick start is to examine all traffic, in which case you can use the following
command:

suricata -c suricata.yaml --windivert[-forward] true





A few additional examples:

Only TCP traffic:

suricata -c suricata.yaml --windivert tcp





Only TCP traffic on port 80:

suricata -c suricata.yaml --windivert "tcp.DstPort == 80"





TCP and ICMP traffic:

suricata -c suricata.yaml --windivert "tcp or icmp"









          

      

      

    

  

    
      
          
            
  
16. Public Data Sets

Collections of pcaps for testing, profiling.

DARPA sets: http://www.ll.mit.edu/mission/communications/cyber/CSTcorpora/ideval/data/

MAWI sets (pkt headers only, no payloads): http://mawi.wide.ad.jp/mawi/samplepoint-F/2012/

MACCDC: http://www.netresec.com/?page=MACCDC

Netresec: http://www.netresec.com/?page=PcapFiles

Wireshark: https://wiki.wireshark.org/SampleCaptures

Security Onion collection: https://github.com/security-onion-solutions/security-onion/wiki/Pcaps

Stratosphere IPS. Malware Capture Facility Project: https://stratosphereips.org/category/dataset.html





          

      

      

    

  

    
      
          
            
  
18. Interacting via Unix Socket


18.1. Introduction

Suricata can listen to a unix socket and accept commands from the user. The
exchange protocol is JSON-based and the format of the message has been done
to be generic.

An example script called suricatasc is provided in the source and installed
automatically when installing/updating Suricata.

The unix socket is enabled by default if libjansson is available.

You need to have libjansson installed:


	libjansson4 - C library for encoding, decoding and manipulating JSON data


	libjansson-dev - C library for encoding, decoding and manipulating JSON data (dev)


	python-simplejson - simple, fast, extensible JSON encoder/decoder for Python




Debian/Ubuntu:

apt-get install libjansson4 libjansson-dev python-simplejson





If libjansson is present on the system , unix socket will be compiled
in automatically.

The creation of the socket is managed by setting enabled to ‘yes’ or ‘auto’
under unix-command in Suricata YAML configuration file:

unix-command:
  enabled: yes
  #filename: custom.socket # use this to specify an alternate file





The filename variable can be used to set an alternate socket
filename. The filename is always relative to the local state base
directory.

Clients are implemented for some language and can be used as code
example to write custom scripts:


	Python: https://github.com/inliniac/suricata/blob/master/scripts/suricatasc/suricatasc.in (provided with suricata and used in this document)


	Perl: https://github.com/aflab/suricatac (a simple Perl client with interactive mode)


	C: https://github.com/regit/SuricataC (a Unix socket mode client in C without interactive mode)







18.2. Commands in standard running mode

You may need to install suricatasc if you have not done so, running the following command from scripts/suricatasc

sudo python setup.py install





The set of existing commands is the following:


	command-list: list available commands


	shutdown: this shutdown Suricata


	iface-list: list interfaces where Suricata is sniffing packets


	iface-stat: list statistic for an interface


	help: alias of command-list


	version: display Suricata’s version


	uptime: display Suricata’s uptime


	running-mode: display running mode (workers, autofp, simple)


	capture-mode: display capture system used


	conf-get: get configuration item (see example below)


	dump-counters: dump Suricata’s performance counters


	reopen-log-files: reopen log files (to be run after external log rotation)


	ruleset-reload-rules: reload ruleset and wait for completion


	ruleset-reload-nonblocking: reload ruleset and proceed without waiting


	ruleset-reload-time: return time of last reload


	ruleset-stats: display the number of rules loaded and failed


	ruleset-failed-rules: display the list of failed rules


	memcap-set: update memcap value of an item specified


	memcap-show: show memcap value of an item specified


	memcap-list: list all memcap values available




You can access to these commands with the provided example script which
is named suricatasc. A typical session with suricatasc will looks like:

# suricatasc
Command list: shutdown, command-list, help, version, uptime, running-mode, capture-mode, conf-get, dump-counters, iface-stat, iface-list, quit
>>> iface-list
Success: {'count': 2, 'ifaces': ['eth0', 'eth1']}
>>> iface-stat eth0
Success: {'pkts': 378, 'drop': 0, 'invalid-checksums': 0}
>>> conf-get unix-command.enabled
Success:
"yes"








18.3. Commands on the cmd prompt

You can use suricatasc directly on the command prompt:

root@debian64:~# suricatasc -c version
{'message': '2.1beta2 RELEASE', 'return': 'OK'}
root@debian64:~#
root@debian64:~# suricatasc -c uptime
{'message': 35264, 'return': 'OK'}
root@debian64:~#





NOTE:
You need to quote commands involving more than one argument:

root@debian64:~# suricatasc -c "iface-stat eth0"
{'message': {'pkts': 5110429, 'drop': 0, 'invalid-checksums': 0}, 'return': 'OK'}
root@debian64:~#








18.4. Pcap processing mode

This mode is one of main motivation behind this code. The idea is to
be able to ask to Suricata to treat different pcap files without
having to restart Suricata between the files. This provides you a huge
gain in time as you don’t need to wait for the signature engine to
initialize.

To use this mode, start suricata with your preferred YAML file and
provide the option --unix-socket as argument:

suricata -c /etc/suricata-full-sigs.yaml --unix-socket





It is also possible to specify the socket filename as argument:

suricata --unix-socket=custom.socket





In this last case, you will need to provide the complete path to the
socket to suricatasc. To do so, you need to pass the filename as
first argument of suricatasc:

suricatasc custom.socket





Once Suricata is started, you can use the provided script
suricatasc to connect to the command socket and ask for pcap
treatment:

root@tiger:~# suricatasc
>>> pcap-file /home/benches/file1.pcap /tmp/file1
Success: Successfully added file to list
>>> pcap-file /home/benches/file2.pcap /tmp/file2
Success: Successfully added file to list
>>> pcap-file-continuous /home/pcaps /tmp/dirout
Success: Successfully added file to list





You can add multiple files without waiting the result: they will be
sequentially processed and the generated log/alert files will be put
into the directory specified as second arguments of the pcap-file
command. You need to provide absolute path to the files and directory
as Suricata doesn’t know from where the script has been run. If you pass
a directory instead of a file, all files in the directory will be processed. If
using pcap-file-continuous and passing in a directory, the directory will
be monitored for new files being added until you use pcap-interrupt or
delete/move the directory.

To know how many files are waiting to get processed, you can do:

>>> pcap-file-number
Success: 3





To get the list of queued files, do:

>>> pcap-file-list
Success: {'count': 2, 'files': ['/home/benches/file1.pcap', '/home/benches/file2.pcap']}





To get current processed file:

>>> pcap-current
Success:
"/tmp/test.pcap"





When passing in a directory, you can see last processed time (modified time of last file) in milliseconds since epoch:

>>> pcap-last-processed
Success:
1509138964000





To interrupt directory processing which terminates the current state:

>>> pcap-interrupt
Success:
"Interrupted"








18.5. Build your own client

The protocol is documented in the following page
https://redmine.openinfosecfoundation.org/projects/suricata/wiki/Unix_Socket#Protocol

The following session show what is send (SND) and received (RCV) by
the server. Initial negotiation is the following:

# suricatasc
SND: {"version": "0.1"}
RCV: {"return": "OK"}





Once this is done, command can be issued:

>>> iface-list
SND: {"command": "iface-list"}
RCV: {"message": {"count": 1, "ifaces": ["wlan0"]}, "return": "OK"}
Success: {'count': 1, 'ifaces': ['wlan0']}
>>> iface-stat wlan0
SND: {"command": "iface-stat", "arguments": {"iface": "wlan0"}}
RCV: {"message": {"pkts": 41508, "drop": 0, "invalid-checksums": 0}, "return": "OK"}
Success: {'pkts': 41508, 'drop': 0, 'invalid-checksums': 0}





In pcap-file mode, this gives:

>>> pcap-file /home/eric/git/oisf/benches/sandnet.pcap /tmp/bench
SND: {"command": "pcap-file", "arguments": {"output-dir": "/tmp/bench", "filename": "/home/eric/git/oisf/benches/sandnet.pcap"}}
RCV: {"message": "Successfully added file to list", "return": "OK"}
Success: Successfully added file to list
>>> pcap-file-number
SND: {"command": "pcap-file-number"}
RCV: {"message": 1, "return": "OK"}
>>> pcap-file-list
SND: {"command": "pcap-file-list"}
RCV: {"message": {"count": 1, "files": ["/home/eric/git/oisf/benches/sandnet.pcap"]}, "return": "OK"}
Success: {'count': 1, 'files': ['/home/eric/git/oisf/benches/sandnet.pcap']}
>>> pcap-file-continuous /home/eric/git/oisf/benches /tmp/bench 0 true
SND: {"command": "pcap-file", "arguments": {"output-dir": "/tmp/bench", "filename": "/home/eric/git/oisf/benches/sandnet.pcap", "tenant": 0, "delete-when-done": true}}
RCV: {"message": "Successfully added file to list", "return": "OK"}
Success: Successfully added file to list





There is one thing to be careful about: a Suricata message is sent in
multiple send operations. This result in possible incomplete read on
client side. The worse workaround is to sleep a bit before trying a
recv call. An other solution is to use non blocking socket and retry a
recv if the previous one has failed.

Pcap-file json format is:

{
  "command": "pcap-file",
  "arguments": {
    "output-dir": "path to output dir",
    "filename": "path to file or directory to run",
    "tenant": 0,
    "continuous": false,
    "delete-when-done": false
  }
}





output-dir and filename are required. tenant is optional and should be a
number, indicating which tenant the file or directory should run under. continuous
is optional and should be true/false, indicating that file or directory should be
run until pcap-interrupt is sent or ctrl-c is invoked. delete-when-done is
optional and should be true/false, indicating that the file or files under the
directory specified by filename should be deleted when processing is complete.
delete-when-done defaults to false, indicating files will be kept after
processing.
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